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1
FLEXIBLE DELEGATION OF
MANAGEMENT FUNCTION FOR
SELF-MANAGING RESOURCES

BACKGROUND

The field of invention involves autonomic management of
resources in or across networks. More specifically, delega-
tion or retrieval of autonomic management functionality to
or from self-managing resources which provide services in
or across networks.

Autonomic management regards systems or devices that
have the ability to self-manage, i.e., manage their own
function, operation, output, etc. Autonomic management
within or among networks refers to the self-managing char-
acteristics of distributed networks. These self-managing
characteristics can include adapting to unpredicted changes
inside of or outside of the network. These changes may be
made without demonstrating the intrinsic complexity for
making the adaptations to operators or users of the networks.
An autonomic management system (AMS) of a network
makes decisions on its own, using high-level policies or
rules or standards. These AMSs may monitor and optimize
network resources and automatically adapt themselves and
the managed resources to changing conditions.

An autonomic computing framework can be composed of
Autonomic Components (AC) interacting with each other.
An AC may contain two main control loops (local and
global) with sensors (for self-monitoring), effectors (for
self-adjustment), and planers/adapters for exploiting poli-
cies based on self- and environment awareness. In some
autonomic computing frameworks, central managers may
also be used to carry out fixed functions with predefined and
static relationships. Also, peer-to-peer frameworks may be
employed with fixed functionality, and predefined and static
relationships between peer managers and components.

BRIEF SUMMARY

As described herein, the invention may be embodied in
various forms, including systems, devices, methods, and
articles of manufacture. The embodiments provided herein
are illustrative and not limiting, and may be adapted in-part
or combined, all while staying within the spirit and scope of
the invention.

In embodiments, knowledge and code incorporated into
localized rules for interpreting data may be used to provide
dynamic and changeable management functionality in auto-
nomic systems and resources. The autonomic management
functionality may be dynamically moved from hierarchical-
management, to peer-management, to self-management to
account for capabilities or functionality of network
resources. Loads and demands placed on the network
resources may be considered when the autonomic function-
ality is evaluated, distributed, and employed. The autonomic
functionality may be transported between and among Auto-
nomic Managers (AM) and Self Managing Resources
(SMR) using Autonomic Management Rules (AMRs) con-
figured by or for the AM. The AMR functionality may be
moved and carried out locally, at a resource, when data or
operations are local, by a peer of a resource, or even by an
AM during select network scenarios. The AMRs may
include both code for carrying out action and knowledge or
information useful in evaluating situations, gaining under-
standing, and processing actions.

In embodiments, when autonomic management rules are
carried out, meta-instructions, local-instructions, data-flows
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in the network or the resources, and prior management
function movement may be considered when defining and
allocating AMRs. In embodiments, localized rules, which
consider and account for localized sensed conditions and
contain knowledge or information and code, may be pack-
aged into individual AMRs or split into several identical
AMRs, in order to enable autonomic management at the
local-level. Self-managing resources, which receive and use
the AMRs may also be chained together to reduce duplica-
tive management responsibilities. In other words, related
SMRs may receive a single AMR and use that across each
chained SMR. The SMRs may be chained together for other
reasons as well. In embodiments, the autonomic manage-
ment functionality responsibility may toggle between a
resource and a delegating management system. This tog-
gling back and forth may be managed using the AMR and
may be in consideration of network demands, data flow,
resource availability, or other criteria.

In embodiments, autonomic resources may accumulate
AMRs and build self-management capability apart from
centralized system managers. This self-management capa-
bility may be shared with peer resources apart from the
centralized system manager and may be used when the
resource has access to the network or is cut-off from the
network for a period of time or by design.

Thus, embodiments include various dynamic autonomic
management scenarios where autonomic management is
retained or delegated to and from resources of a network.
The embodiments can include network devices, systems,
methods, and computer readable medium. The network
devices may include a controller programmed with instruc-
tions that cause it to carry out all or portion of, the AMR
functionality. Embodiments may also include a method
wherein operating instructions at a controller cause one or
more other controllers to carry out all, or portions of, the
AMR functionality. Likewise, embodiments may also
include computer readable storage medium having stored
thereon instructions, which, when executed by a controller,
cause the controller to carry out all, or portions of, the AMR
functionality.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 shows an autonomic manager in communication
with a database and several resources in accord with
embodiments.

FIG. 2 is a flowchart of a method employing an Auto-
nomic Manger in accord with embodiments.

FIG. 3 shows two networks employing Autonomic Man-
agers, in accord with embodiments.

FIG. 4 is a flowchart of a method employing an Auto-
nomic Manager in accord with embodiments.

FIG. 5 is a flowchart of a method employing an Auto-
nomic Manager in accord with embodiments.

DETAILED DESCRIPTION

Various embodiments of flexible delegation of manage-
ment function for Self-Managing Resources (SMR) are
provided herein. The invention may be reflected in these
embodiments, portions of these embodiments, combinations
of these embodiments, and other embodiments as well.

As explained herein, embodiments include the distribu-
tion or redistribution of management policies, standards,
rules, triggers or tests for independent execution or review
by Autonomic Managers (AMs) or Self-Managed Resources
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(SMRs). In embodiments, an Autonomic Manager may be
repeatedly reviewing its management oversight and actions
with respect to each of the resources or components it
manages as well as reviewing its internal management
function for self-optimization. This review and analysis may
include considering data sources/sensors over the network,
resource load indications, and Service Level Agreements
(SLAs) that identify minimum performance thresholds or
triggers. When an AM identifies or concludes that a pattern
exists, a load is improper, or an SLA is not being met, or
some other trigger criteria exists, the Autonomic Manager
may automatically take steps to identify the relationship and
interdependencies of the data sources that led to the identi-
fication or discovery of the trigger. Autonomic Management
Rules (AMRs) may then be generated or modified by the
AM. The AMR may define management rules, policies, or
standard to be executed rules to be executed by or on behalf
of a resource or application in order to accommodate the
data or the trigger. The AMRs may include both code for
carrying out action and knowledge or information useful in
evaluating situations, gaining understanding, and processing
actions.

Of interest to the AM, when determining whether to
generate or modify an AMR, may be actions or work
conducted on corresponding resources. In other words,
identical or corresponding resources may share or take
responsibility for their management based upon analysis
conducted by the AM, and the AMR generated and sent to
the resources. As part of the generation or evaluation of the
AMR at the AM, the relationship between the resource from
which data was received, and the resource on which action
is taken with the data, may be studied. In addition, the AM
may be in communication with a Change and Configuration
Management Database CCMDB. The CCMDB may store
versions of the AMRs as well as data being sent over the
network. By storing old data and AMRs at the CCMDB or
elsewhere, the AM may take into account both real-time
considerations and historic trends and occurrences when
developing or amending AMRs.

In embodiments, the AM may bundle AMRs based on
established relationships and localization of resources. In
other words, like resources or resources with similar func-
tionality or location may be bundled to receive similar
AMRs or be controlled by application of a single AMR by
one of the peer resources in the defined bundle. The AMRs
may be bundled by their use of similar internal code and well
as similar knowledge or information as well.

FIG. 1 shows an Autonomic Manager 100 (“AM™) in
accord with embodiments. The AM 100 is shown as con-
taining a bus 105, one or more Sensors (101), memory 102,
one or more input/outputs 103, and one or more processors
104. The AM 100 is also shown in communication with
database 106 and resources 107. In use, the AM may receive
instructions through the /O 103 which, when run or stored
in memory 102, cause the AM to review network data or data
flows and generate or modify Autonomic Management
Rules (“AMRs”) stored on the database 106 and used by one
or more of the resources for autonomic management. The
AMRs may provide rules or instructions that may be used by
the resources for self-management and for management of
other resources or applications. The scope of the manage-
ment may include power settings and limitations, memory
settings, service offerings, and other variables of the
resource or applications being managed.

The resources 107 may include a wide range of network
resources including printers and servers, as on a computer
network, relay stations and transformers, as on a power grid
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network, and traffic signals, as on a traffic grid network. The
resources may also include applications run on the resources
that create virtual resources. In other words, an application
run on a resource that creates a partitioned network server
may also become self-managing in embodiments. Also, the
network of embodiments may include various kinds of
networks including wide-area networks, cloud networks,
and local networks.

In some embodiments, the AM 100 may notify an admin-
istrator who may manually setup or modify AMRs. After this
manual intervention, the AM may then push the AMRs or
bundles of AMRs out to the appropriate resources. When
AMRs or bundles of AMRs are sent by the AM, subscrip-
tions for the resources may also be changed to reflect the
new or revised AMRs. These subscriptions may be data
subscriptions or other requests made and satisfied over a
network.

FIG. 2 shows a method that may be employed in embodi-
ments. In FIG. 2, box 210 describes how an embodiment
may include, at an AM, building or identifying an Auto-
nomic Management Rule for use at a resource. Then, at 220,
based on the state of the AM, sending the AMR to the
applicable resource or application. The method of FIG. 2, as
described at 230, may also include applying the AMR at the
resource or application. In other words, upon receipt of the
AMR, the resource or application to which the AMR is sent,
may apply the management rules contained in the AMR.
These rules may include the power cycling of the resource,
the throughput of the resource, and other functionality
performed by the resource. In embodiments, actual execu-
tion of an operation consistent with the received AMR may
previously have been the function of the resource and not of
the AM. In this embodiment, the abstraction is preferred
because it enables the AM to use management function of
the AMR closer to the resource itself without requiring the
AM to change components of the data itself.

As shown at 220, an AM may delegate management
function to a self-managing resource in various situations,
including: (a) when the data and actions are localized to the
resource; (b) when, over time, the AM recognizes that many
of the incidents at the resource reported by the data are
transient or are unrecoverable by the time the AM has
received the indications and can act on them, e.g., network
lags making the management corrections useless; (¢) when
the operational load of the SMR is below normal and results
in under-utilization.

FIG. 3 shows adjacent networks employing Autonomic
Managers in accord with embodiments within and between
the networks. FIG. 3 includes network 310, network 311,
resources 307, resources 317, Autonomic Management
Rules (AMRs) 320-326, Autonomic Managers (AMs) 300,
and Change and Configuration Management Database 306
(“CCMDB?”). The devices described in this embodiment
may include or perform instructions consistent with the
discussion herein. This includes monitoring data in networks
310 and 311, generating and amending AMRs using the data
and applying the AMRs at one or more resources.

As can be seen in FIG. 3, the AMRs may be resident at a
resource, as shown with AMR 321 and 325, the AMRs may
be sent between resources as shown with 323, and the AMRs
may be stored or used at the AMs 300 and the CCMDBs 306,
which is shown at 322 and 326. Also evident from FIG. 3 is
that the AMs may communicate across networks. Here,
networks 310 and 311 are shown ready to exchange AMRs.
This exchange of AMRs across networks may include
embodiments where the resources are performing similar
functions or are running similar applications. In embodi-
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ments, whether sent within or between networks, AMRs or
partial AMRs may be sent and used by the resources or
applications to reduce overhead in the networks or promote
other efficiencies.

FIG. 4 shows a method in accord with one or more
embodiments. The method of FIG. 4 includes, at 410, an AM
performing ongoing monitoring of a network, resource,
subscription, etc. This ongoing monitoring may include
analyzing and correlating data sent across and through the
network. At 420, the AM may identify a pattern of data flow
and an accompanying pattern of resource action based on the
data flow. Upon identitying this pattern, the AM may create
an AMR associated with the data flow and one or more
resource actions. This AMR may include various manage-
ment functions including the allocation of memory to data
storage, the prioritization of the tasks within a resource, and
the accessibility of the resource over a network. As noted at
430, upon determining whether a targeted resource is a
Self-Managing Resource (SMR), the AMR may be sent to
the resource or the AMR may be sent to a location near the
resource that can accept the AMR. This nearby location may
be an AM or an SMR. In either instance the receiving
resource may accept the AMR and take on management
functions for the resource. The arrow 460 shows that moni-
toring may continue by the AM after an AMR is sent and
applied by an SMR or another AM on the network.

FIG. 5 shows another method in accord with one or more
embodiments. At 510, the AM may monitor performance of
an SMR at certain intervals, either periodic or random. This
performance may be compared to standards set in a Service
Level Agreement (SLA). If the SLA is met, the AM may
evaluate data as shown in 550. If the SLA is not met, the AM
may adjust the management functions performed by the
resource or network location. This may include the AM
retaking responsibility for the particular AMR, as shown at
540. After the SLA is evaluated, at 550, whether or not it is
met, the AM may evaluate data collection efforts and the
associated burden for such collection and, if the burden is
too onerous, take corrective action. This corrective action
may include delegation of management responsibilities.
Afterward, the AM may evaluate whether a resource is part
of a cluster of resources, and, if so, generate and send AMRs
for use by the cluster or peers of the cluster. After consid-
ering whether a resource is part of a cluster at 560, the
monitoring may continue, as shown by return arrow 580.

In embodiments, the delegation of data flow may include
some or all of the following. The AM may recognize that
some management function is localized at a resource or
other network location. A query of the resource, to evaluate
if it provides self-management capability may be completed.
If the resource is an SMR, an AMR used by the SMR to
manage itself may be generated and sent. In some instances,
the AM may reduce its load by having the data provided to
the SMR itself. This may include updating subscriptions for
the data. The SMR may also update subscriptions to opti-
mize or reduce the network traffic.

In embodiments, peers resources may collaborate to
improve management function. Here, an AM may notice a
relationship with the data collected the use of that data. If so,
the AM may select an SMR to manage/monitor the other
resource. Also, in an n-tiered architecture the interdepen-
dencies among the tiers may be leveraged for management
where SMRs may be able to monitor their peer loads and
select which peer should be a manager for a particular
indicator or service level agreement. As to delegation,
embodiments may include code to execute the self-manage-
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6

ment functions (or actions) and rules to determine when to
execute the self-management actions.

In a specific example, an Autonomic Manager (AM) may
be responsible for managing a set of resources that include
a set of application servers and a database. The AM may
detect a situation where indicators from the application
server result in corrective actions taken by the same appli-
cation server. From this, the AM may determine that the
application server has self-managing capabilities. An AMR
may then be built, with the rules to be delegated to the
application server, as well as any actions that should be
taken when a test is not met. The AM may download the
AMR to the application server, which may then process it,
using its self-managing capability. After downloading it, the
AM may monitor the application server to ensure that its
performance is not impacted by the self-management pro-
cessing. At the same time, other application servers that are
in a cluster of servers, may also obtain the rules and tests
from the first application server that received them.

In this example, the AM may recognize that for some
rules the data collection operations are less intensive (and
less frequent) but the corrective actions are lengthy. The AM
may also recognize that the data streams are large and
impact network traffic more than the corrective actions. In
either instance the AM may adjust the AMR in order to
accommodate either finding and send the updated AMR to
the resource instead. In certain situations, the AM may send
the AMR to the SMR to delegate the AMR to the SMR.

In certain embodiments, as mentioned, the AM may
regain management function of a resource. Operational load
of the resource may be too high to justify management
function being executed on the resource itself. Also, if a
particular piece of AMR is no longer useful it may be
retrieved. In other words, embodiments not only include
retrieving ineffective AMRs but also retrieving portions of
AMRs as well.

In embodiments, when an AM identifies that AMRs,
whose monitoring and actions correspond to only one
domain or application or resource, exist, these AMRs may
be pushed down to the applicable resource. For other effi-
ciencies, as noted, rules may be bundled and an AM may
automatically split up AMRs into individual bundles and
push them down to different resources being managed.
Triggers may also be used. In other words, when a trigger is
satisfied, the AM may send an AMR to a resource. For
example, if there is an opportunity for a management
function to be done in the SMR, an AM may push it down
there but may choose to pull it back as needed, should a
trigger only be periodically satisfied.

In embodiments, the data sources/sensors, from which the
data is being collected for a particular correlation, may be
screened for actions that occur on the same resource as the
one that sent the data that triggered the action. If the action
is being taken on another resource, the relationship between
the resource from which the data was received and the one
on which the action is being taken is studied using data in the
CCMDB. Whether this relationship is static or relatively
consistent over some amount of time, analyzing data from
the CCMDB may also be taken into account.

In embodiments, the AM may notify an administrator to
setup new AM policies, rules, or standards. Once these
policies, rules or standards are setup, the administrator may
provide their details to the AM, which may then push
bundles of AMRs out and perform activities as above.

As noted, in embodiments, the AM may delegate man-
agement function to an SMR when the data and actions are
localized to the resource; when over time, the SMR recog-
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nizes that many of the incidents reported are transient and
either go away or are unrecoverable by the time, the AM has
received the indications and has acted on them (network lags
make the management useless); and when the operational
load of the SMR is below normal and results in under-
utilization.

As also noted, the AM can regain management function of
a resource when operational load of the resource is too high
to justify management function being executed on the
resource itself; when a particular rule is no longer useful;
and when the AM recognizes that some management func-
tion is localized. When a function is localized, the AM may
query the resource to see if it provides self-management
capability, through a Web Services Distributed Management
(“WSDM”) metadata exchange for example. The AM may
then update the data used by the SMR to manage itself and
redirect a monitoring component to provide data to the
resource itself. The SMR may then complete some optimi-
zation to reduce the network traffic and setup internal data
feeds.

As another example, in embodiments, the AM may rec-
ognize that for particular AMRs, the data arrives from
application server and the action always happen on the
application server. The AM may create or amend an AMR
and locate it on the network closest to application server. The
AMR may then instruct the application server to send the set
of monitoring data that drive those AMRs to the new AM
instance. The AM may check if the resource is a self-
managing resource and if so, bundle the AMRs and their
actions to send them over to an Autonomic Server. It then
monitors the performance impact of the delegation at regular
intervals. If the impact is excessive or the AM recognizes a
drop in performance of the resource, the AM may instruct
the resource to stop executing the rules and regain that
responsibility. The actual AMRs resident in resource may
just be deactivated or removed all together. The AM may
also recognize, that for some rules, the data collection
operations are less intensive (and less frequent) but the
corrective actions are lengthy and that the data streams are
huge and impact network traffic more than the corrective
actions. In these instances, the AM may chance the location
of the execution of the AMR.

Also, the application server may be a tiered cluster of
servers, and a certain server show multiple management
needs, the AMR required for those needs may be bundled.
Later, when the same issue arises on a different server, that
server may be able to access the AMR from an Autonomic
Server (AS) that is self-managing those issues. Web Services
Distributed Management (“WSDM”) may be used to con-
struct these like service groups.

Thus, in embodiments, a network resource may become
an autonomic manager for its peers on selection by the
original autonomic manager that is managing the network
resource and its peer resources. Likewise, the network
resources may be able to share the autonomic management
rules they have for autonomic management (sent to it by an
autonomic manager) with peer network resources that are
similar. These similarities can be discovered or expressed by
the network resource in the fashion of signals or exchanges
such as: “I can host an app,” “I can route network packets,”
“I can be configured with parameter x,” etc.

In embodiments, when deciding how to delegate, a higher
level autonomic manager may be continually evaluating data
sources and sensors, information for particular detections,
and policies. The data sources/sensors from which the data
may be collected for a particular correlation may be ana-
lyzed by the autonomic manager to identify the relationship
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and interdependencies of the data sources. The information
that may be used for particular detections and deductions
may also be analyzed. Likewise, as to the policies, these may
also be evaluated for particular evaluations that occur due to
the triggering of particular rules or the arrival of data from
particular resources is studied and analyzed.

Triggers and points of analysis may include considering
actions that happen on the same resource as the one that sent
the data that triggered the action. Here, if the action may be
taken on another resource, the relationship between the
resource from which the data was received and the one on
which the action is being taken may be studied using data in
a CCMDB. Also, whether this relationship is static or
relatively consistent over some amount of monitoring of the
CCMDB may also be taken into account.

In embodiments, after conducting the above analysis, a set
of symptoms may be identified and a particular set of actions
may be identified for a particular set of network resources.
Also, an autonomic manager carrying out some of this
functionality, may automatically partition information and
bundle together symptoms, actions etc. that may be used and
considered.

Throughout the application, the information being
exchanged in the AMRs may include instructions for man-
agement and knowledge. These instructions may include
actions while the knowledge may include symptoms, spe-
cific metric values, related policies/evaluation conditions,
and actions.

In embodiments an autonomic manager may create new
autonomic manager instances for groups of network
resources. These groups may be provisioned separately.
Also, a network resource may be chosen to also play this role
and do peer management, notifying an administration/hu-
man to set up this instance vs. automatically creating it. In
any case, continuing to monitor the newly created instances
and establishing communication between created instance
and the parent autonomic manager that actually creates it
may be performed in embodiments.

In embodiments, the AM may delegate management
function to the SMR. This may be done when the data and
actions are localized to a resource. For instance, when, over
time, it recognizes that many of the incidents reported are
transient and either go away or are unrecoverable by the
time, the AM has received the indications and has acted on
them (network lags make the management useless), i.e.
when just-in-time management is required. Still further,
when the operational load of the SMR is below normal and
results in under-utilization, the AM may delegate as well.

In embodiments, the AM can regain management function
of a resource as well. This may occur when the operational
load of the resource is too high to justify management
function being executed on the resource itself. For instance,
when a particular piece of knowledge, and any correspond-
ing management function, is no longer useful at the
resource.

In embodiments, the AM may be able to push down the
capability implementation required to execute a particular
set of management operations to the SMR when it is
delegating some management function to the SMR. This
deployment may be flexible in nature. In other words, the
code to execute a management function may be made
available on a system when the management knowledge is
available on that system. As and when the delegation occurs,
the AM may be permitted to ship new management code to
the SMR and also remove it when it is no longer useful. This
may also happen when the AM recognizes that the symp-
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toms that lead to the use of a management function are no
longer occurring in a certain system or network.

As will be appreciated by one skilled in the art, the present
invention may be embodied as a system, method or com-
puter program product. Accordingly, the present invention
may take the form of an entirely hardware embodiment, an
entirely software embodiment (including firmware, resident
software, micro-code, etc.) or an embodiment combining
software and hardware aspects that may all generally be
referred to herein as a “circuit,” “module” or “system.”
Furthermore, the present invention may take the form of a
computer program product embodied in any tangible
medium of expression having computer-usable program
code embodied in the medium.

Any combination of one or more computer usable or
computer readable medium(s) may be utilized. The com-
puter-usable or computer-readable medium may be, for
example but not limited to, an electronic, magnetic, optical,
electromagnetic, infrared, or semiconductor system, appa-
ratus, device, or propagation medium. More specific
examples (a non-exhaustive list) of the computer-readable
medium would include the following: an electrical connec-
tion having one or more wires, a portable computer diskette,
a hard disk, a random access memory (RAM), a read-only
memory (ROM), an erasable programmable read-only
memory (EPROM or Flash memory), an optical fiber, a
portable compact disc read-only memory (CD-ROM), an
optical storage device, a transmission media such as those
supporting the Internet or an intranet, or a magnetic storage
device. Note that the computer-usable or computer-readable
medium could even be paper or another suitable medium
upon which the program is printed, as the program can be
electronically captured, via, for instance, optical scanning of
the paper or other medium, then compiled, interpreted, or
otherwise processed in a suitable manner, if necessary, and
then stored in a computer memory. In the context of this
document, a computer-usable or computer-readable medium
may be any medium that can contain, store, communicate,
propagate, or transport the program for use by or in con-
nection with the instruction execution system, apparatus, or
device. The computer-usable medium may include a propa-
gated data signal with the computer-usable program code
embodied therewith, either in baseband or as part of a carrier
wave. The computer usable program code may be transmit-
ted using any appropriate medium, including but not limited
to wireless, wireline, optical fiber cable, RF, etc.

Computer program code for carrying out operations of the
present invention may be written in any combination of one
or more programming languages, including an object ori-
ented programming language such as Java, Smalltalk, C++
or the like and conventional procedural programming lan-
guages, such as the “C” programming language or similar
programming languages. The program code may execute
entirely on the user’s computer, partly on the user’s com-
puter, as a stand-alone software package, partly on the user’s
computer and partly on a remote computer or entirely on the
remote computer or server. In the latter scenario, the remote
computer may be connected to the user’s computer through
any type of network, including a local area network (LAN)
or a wide area network (WAN), or the connection may be
made to an external computer (for example, through the
Internet using an Internet Service Provider).

The present invention is described with reference to
flowchart illustrations and/or block diagrams of methods,
apparatus (systems) and computer program products accord-
ing to embodiments of the invention. It will be understood
that each block of the flowchart illustrations and/or block
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diagrams, and combinations of blocks in the flowchart
illustrations and/or block diagrams, can be implemented by
computer program instructions. These computer program
instructions may be provided to a processor of a general
purpose computer, special purpose computer, or other pro-
grammable data processing apparatus to produce a machine,
such that the instructions, which execute via the processor of
the computer or other programmable data processing appa-
ratus, create means for implementing the functions/acts
specified in the flowchart and/or block diagram block or
blocks.

These computer program instructions may also be stored
in a computer-readable medium that can direct a computer
or other programmable data processing apparatus to function
in a particular manner, such that the instructions stored in the
computer-readable medium produce an article of manufac-
ture including instruction means which implement the func-
tion/act specified in the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer or other programmable data processing
apparatus to cause a series of operational steps to be per-
formed on the computer or other programmable apparatus to
produce a computer implemented process such that the
instructions which execute on the computer or other pro-
grammable apparatus provide processes for implementing
the functions/acts specified in the flowchart and/or block
diagram block or blocks.

The flowchart and block diagrams in the figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or
portion of code, which comprises one or more executable
instructions for implementing the specified logical
function(s). It should also be noted that, in some alternative
implementations, the functions noted in the block may occur
out of the order noted in the figures. For example, two blocks
shown in succession may, in fact, be executed substantially
concurrently, or the blocks may sometimes be executed in
the reverse order, depending upon the functionality
involved. It will also be noted that each block of the block
diagrams and/or flowchart illustration, and combinations of
blocks in the block diagrams and/or flowchart illustration,
can be implemented by special purpose hardware-based
systems that perform the specified functions or acts, or
combinations of special purpose hardware and computer
instructions.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the invention. As used herein, the singular forms
“a,” “an” and “the” are intended to include plural forms as
well, unless the context clearly indicates otherwise. It will be
further understood that the terms “comprises” and/or “com-
prising,” when used in this specification, specific the pres-
ence of stated features, integers, steps, operations, elements,
and/or components, but do not preclude the presence or
addition of one or more other features, integers, steps,
operation, elements, components, and/or groups thereof.

The corresponding structures, material, acts, and equiva-
lents of all means or steps plus function elements in the
claims below are intended to include any structure, material
or act for performing the function in combination with other
claimed elements are specifically claimed. The description
of the present invention has been presented for purposes of
illustration and description, but is not intended to be exhaus-



US 9,479,389 B2

11

tive or limited to the invention in the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill without departing from the scope and spirit of
the invention. The embodiments were chosen and described
in order to best explain the principles of the invention and
the practical application, and to enable others of ordinary
skill in the art to understand the invention for embodiments
with various modifications as are suited to the particular use
contemplated.

What is claimed is:

1. A method of autonomic management involving an
autonomic manager and a plurality of self-managing net-
work resources, the method comprising:

identifying the status of a network resource and identify-

ing whether the network resource is a self-managing
resource;

at an autonomic manager having a processor and memory,

generating an autonomic management rule for manage-

ment of an identified self-managing network resource,

the autonomic management rule comprising diagnostic
information, knowledge code and instruction code
for use by a self-managing resource;

the autonomic management rule being dynamically
movable from hierarchical management resources,
to peer-management resources, to self-management
resources; and

after identifying a network resource as being a self-

managing resource, sending the autonomic manage-
ment rule, over a network, for use by one or more
self-managing resources.

2. The method of claim 1 further comprising:

at the autonomic manager, retrieving responsibility for

execution of the autonomic management rule from the
self-managing network resource and executing the
autonomic management rule generated for the self-
managing network resource.

3. The method of claim 1 wherein sending the autonomic
management rule occurs after determining at the autonomic
manager that data and management actions are localized at
the self-managing network resource, the actions being tran-
sient and localized at the self-managing network resource.

4. The method of claim 1 further comprising:

at the autonomic manager, regaining management func-

tion of a network self-managing resource by retrieving
the autonomic management rule when the operational
load at the network self-managing resource exceeds a
threshold, the threshold designating that management
function being performed at the network self-managing
resource is over a limit or the data and required
management actions are no longer localized.

5. The method of claim 1 further comprising:

at the autonomic manager, sending code to the self-

managing network resource, the code, when executed,
providing instructions and capabilities for the execu-
tion of a management operation by the network
resource, wherein the code is retrievable by the auto-
nomic manager when the autonomic manager deter-
mines that the code is no longer being used by the
self-managing network resource or applicable to the
management operations still executed by the self-man-
aging network resource.

6. The method of claim 1 wherein the autonomic man-
agement rule includes instructions for the self-managing
network resource to be executed when the self-managing
network resource has network access and does not have
network access.
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7. The method of claim 1 wherein the autonomic man-
agement rule is sent by the autonomic manager from a first
network, to a second network.

8. The method of claim 1, further comprising:

bundling network resources that share one or more func-

tions into a group, wherein, after identifying the status
of network resources, sending the autonomic manage-
ment rule to a resource in the bundled resource group.

9. The method of claim 1, further comprising:

retrieving from a database, stored autonomic management

rules and data; and

comparing the retrieved autonomic management rules and

the data with data extracted from data flows in a
network.

10. The method of claim 1 further comprising:

prior to sending the autonomic management rule, identi-

fying one or more service level agreement criteria and
determining, at the autonomic manager, whether the
one or more criteria is satisfied.

11. The method of claim 1 further comprising:

at the autonomic manager managing a group of peer

clients, selecting a peer client from the group of peer
clients to serve as an autonomic manager for one or
more clients within the group.
12. The method of claim 1, wherein, the autonomic
management rule includes instructions and criteria evaluated
for satisfying a service level agreement.
13. The method of claim 1 further comprising:
at the autonomic manager, collecting management data
and evaluating the collected data to identify relation-
ships or interdependencies or trends in the data that
relates to potential to localize management function;

upon identifying a trend, triggering one or more rules for
a network resource.

14. The method of claim 1 wherein the autonomic man-
agement rule is dynamically movable from hierarchical
management resources, to peer-management resources, to
self-management resources to account for functionality of a
network resource.

15. The method of claim 1 further comprising:

identifying a real-time pattern of data flow sent across the

network and an historic pattern of data flow sent across
the network;

identifying real-time patterns of resource action accom-

panying the identified real-time pattern of data flow
sent across the network;

identifying historic patterns of resource action accompa-

nying the identified historic pattern of data flow sent
across the network; and

associating the identified real-time pattern of data-flow,

the identified historic pattern of data flow, the identified
historic patterns of resource action, and the identified
historic pattern of data flow sent across the network
with the autonomic management rule.

16. The method of claim 1 further comprising:

at a first network resource, sending an autonomic man-

agement rule or a portion of an autonomic management
rule, to a second receiving network resource.

17. The method of claim 16 further comprising:

before sending an autonomic management rule or a por-

tion of an autonomic management rule, exchanging
functional capabilities between a first network resource
and a second receiving network resource.

18. The method of claim 1 further comprising:

accumulating several autonomic management rules at an

autonomic resource and building self-management
capability apart from a centralized autonomic manager.
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19. The method of claim 18 further comprising:

sharing the built self-management capability with several
peer resources apart from the centralized autonomic
manager.



